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Abstract. Two simple analytical Lagrangian and a Lagrangian random walk model, together with
three options for the parameterisation of the Lagrangian time scale, are compared in their ability to
predict fluxes and scalar concentrations of CO2, H2O and sensible heat within and above a mountain
meadow in the eastern Alps. Results indicate that both scalar concentrations and ecosystem fluxes
exhibit little sensitivity to the differences between the investigated models and may be predicted
satisfactorily by one of the simpler models so long as the source/sink strength is parameterised
correctly. Model results also show little sensitivity to the parameterisation of the vertical variation of
the Lagrangian time scale, yet the increase of the Lagrangian time scale towards the ground predicted
by one of the three investigated parameterisation options resulted in less agreement with measure-
ments as compared to the other two, which assumed the Lagrangian time scale to be either constant
with height or to decay towards zero at the ground surface. Correspondence between simulated and
measured fluxes and scalar concentrations of CO2, H2O and sensible heat were generally satisfactory,
except for shortly after the meadow was cut, when the significant increase of respiratory carbon losses
could not be captured by the model.

Keywords: Evapotranspiration, Grassland, Localised near-field theory, Photosynthesis, Respiration,
SVAT model, Turbulent dispersion.

1. Introduction

The implicit problem of deducing both the vegetative source/sink strength and
scalar concentrations when they are linked by a specified relationship (Raupach
et al., 1997), continues to be a subject of active discussion within the terrestrial
branch of the biosphere-atmosphere modelling community. Early K-theory models
(Goudriaan, 1977) were based on the idea that turbulence within the plant canopy
behaves entirely diffusively, scalar material accordingly being transported down
concentration gradients proportional to a so-called eddy diffusivity. While the the-
oretical deficiencies of these models are now commonly acknowledged, they are
still in use and comparisons with more complex models suggest that K-theory is
adequate for predicting scalar concentrations and fluxes under many circumstances
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(Dolman and Wallace, 1991; Van den Hurk and McNaughton, 1995; McNaughton
and Van den Hurk, 1995; Wilson et al., 2003). Lagrangian random walk models
are able to account for the effects of persistence of turbulent dispersion in the
vicinity of sources/sinks where K-theory fails (Raupach, 1987, 1988), but are much
more complex and computationally demanding. Motivated by the demand for a
physically realistic, yet simple and computationally efficient (analytical), model
Raupach (1989a, b) developed the so-called localised near-field (LNF) theory. The
LNF theory employs Lagrangian principles to decompose the scalar concentration
field into a near-field part, where transport is dominated by the persistence of tur-
bulent motions, and a far-field part, where transport is essentially diffusive. Several
applications of the LNF theory, albeit mainly in its inverse form (Katul et al.,
1997; Denmead et al., 2000; Harper et al., 2000; Leuning et al., 2000; Ogee et al.,
2003), have shown that it provides a reasonable approximation of within-canopy
turbulence. Recently, Warland and Thurtell (2000) improved upon this concept
and introduced what they called a ‘mixing matrix’ model. The most significant
difference to the LNF theory is that their model describes dispersion from the near-
to far-field continuously and uses turbulence statistics at all heights in both near-
and far-field calculations. As shown by the same authors for an artificial canopy
with a known heat source strength, these improvements result in better correspond-
ence with measured air temperatures close to the heat source as compared to the
LNF theory. Yet up to now, except for Wilson et al. (2003), their model has not
been tested under field conditions. For the implicit problem also, there exist few
comparisons between simple analytical and Lagrangian random walk models, in
particular for field conditions.

The first aim of the present paper is thus to assess how complex turbulent disper-
sion models need to be in order to successfully predict scalar concentrations and
fluxes within and above the plant canopy, and whether simple analytical models
may serve as substitutes for random walk models. To this end the performance of
the LNF theory (Raupach, 1989a, b) and the ‘mixing matrix’ model (Warland and
Thurtell, 2000) is compared to the Lagrangian random walk model of Baldocchi
(1992). No attempt will be made to assess the performance of K-theory models, (i)
because their limitations are well-known, and (ii) because with regard to computa-
tional efficiency, differences between K-theory and analytical Lagrangian models
are anyhow likely to be small, and (iii) because such comparisons have already
been conducted in the past (see references cited above).

Lagrangian dispersion models (for one-dimensional applications) require the
vertical variation of turbulence statistics, i.e., the vertical velocity standard de-
viation (σw) and the Lagrangian time scale (TL), to be specified: σw may be
directly measured or alternatively simulated with reasonable success based on
second- or higher-order closure models (Massman and Weil, 1999; Lai et al.,
2000a, b). In contrast, the specification of TL remains somewhat speculative, since
it cannot be measured directly, but is usually inferred by applying Taylor’s frozen-
turbulence hypothesis to single-point measurements of its Eulerian counterpart, TE ,
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as TL = βuTE/σw, where u is the mean streamwise wind speed and β is a constant
of order 1 (Raupach, 1989b). Given the uncertainties inherent to this approach
(Raupach et al., 1996), it is not particularly surprising that the parameterisations of
TL found in the literature differ widely, both with regard to the vertical variation, as
well as the absolute magnitude. The mixing-layer analogy (Raupach et al., 1996)
provides a quantitative means to incorporate the effects of canopy structure into
the estimation of the absolute values of TL in the upper canopy region, but the
vertical variation of TL, particularly in the lower canopy layers, remains essentially
hypothetical: Raupach (1988) assumed TL to be constant with height, Leuning et al.
(2000) assumed TL to decay to zero in the lower quarter of the canopy, whereas the
second-order closure model of Massman and Weil (1999) predicts TL to increase
towards the ground.

The second aim of the present paper is thus to combine the comparison of
the three Lagrangian models mentioned above, with a comparison of these three
contrasting parameterisations of TL.

The ability of the investigated model/parameterisation combinations to pre-
dict scalar concentrations and fluxes of CO2, H2O and sensible heat will be
tested for a mountain meadow in the Stubai Valley, a valley typical for the Aus-
trian part of the eastern Alps. The various combinations of turbulent dispersion
models and parameterisations of TL are incorporated into a one-dimensional soil-
vegetation-atmosphere-transfer (SVAT) model developed with special emphasis on
multi-species mountain grassland ecosystems (Wohlfahrt et al., 1998, 2000, 2001;
Wohlfahrt and Cernusca, 2002). In order to be able to study the effects of canopy
development (i.e., the changes in plant area density and canopy height) on model
predictions, the time period between the first and second cut, during which the
plant area index increases more than threefold, was selected for the present study.
Model performance is assessed by comparison with scalar concentration and eco-
system flux measurements conducted throughout this period. The parameterisation
of the vegetative (and soil) source/sink strength is based on eco-physiological, plant
ecological and micrometeorological measurements carried out at this site since
1999.

2. Material and Methods

2.1. SITE DESCRIPTION

Investigations were carried out at a meadow in the vicinity of the village Neustift
(47◦07′ N, 11◦19′ E) in the Stubai Valley (Austria), as a part of a larger programme
aimed at quantifying the effects of land-use changes on the carbon cycle of moun-
tain grassland ecosystems. The study site is situated at an elevation of 970 m a.s.l.
in the middle of the flat valley bottom. The fetch is homogenous up to 300 m to
the east and 900 m to the west of the instrument tower, the dominant day and
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night time wind directions, respectively. The average annual temperature is 6.3 ◦C,
and average annual precipitation amounts to 850 mm. The snow-free (vegetation)
period usually extends from mid March to mid November. The meadow is cut
twice a year, during year 2001 on day-of-year (DOY) 171 and 226, the intermediate
period was selected for the present study.

The vegetation has been classified as a Pastinaco-Arrhenatheretum and con-
sists mainly of a few dominant graminoid (Dactylis glomerata, Festuca praten-
sis,Phleum pratensis Trisetum flavescens) and forb (Ranunculus acris, Taraxaxum
officinale, Trifolium repens, Trifolium pratense, Carum carvi) species. The soil
has been classified as a Fluvisol (FAO classification) and is approximately 1 m
deep. Below a thin (0.001 m) organic layer, an A horizon, with an organic volume
fraction of approx. 14%, extends down to 0.02 m, followed by the B horizon, which
is best described as a (sandy) loam. Roots reach down to 0.5 m, but 80% of them
are concentrated in the upper 0.13 m of the soil.

2.2. EXPERIMENTAL METHODS

Canopy structure was assessed in a destructive fashion by stratified clipping (Monsi
and Saeki, 1953) of square plots of 0.25 m2 at DOYs 172, 198 and 225, i.e.,
immediately after the first cut, halfway between the first and second cut, and im-
mediately before the second cut. Thickness of the harvested layers ranged between
0.05 and 0.1 m, depending on plant area density. The harvested plant material
was separated according to combined functional and taxonomical criteria: leaves
were separated into those species that had the largest fractional contribution to the
total plant area index (PAI m2 plant area per m2 ground area), i.e., Ranunculus
acris, Taraxaxum officinale, Trifolium repens, Trifolium pratense, Carum carvi.
The remaining leaves, as well as all stems, were pooled to two functional groups,
namely remaining forbs and graminoids. The remaining plant components, i.e. re-
productive organs, attached dead plant matter and cryptogams, were pooled over all
species. Silhouette plant areas were determined by the means of an area meter (LI-
3100, Li-Cor, Lincoln, U.S.A.). After oven drying at 70 ◦C for at least 72 hrs, the
plant material was weighed (AE-260, Mettler Instrumente AG, Greifensee-Zürich,
CH), ground and analysed for total nitrogen using an elemental analyser (CHNS-
932, LECO Instruments, St. Joseph, U.S.A.). Phytoelement inclinations and widths
were measured in the field with a hand inclinometer with five degrees accuracy and
a ruler, respectively.

Leaf gas exchange measurements and the subsequent parameterisation of re-
spective leaf gas exchange models were carried out on the forb species mentioned
above and the graminoid Dactylis glomerata, as described previously in detail by
Wohlfahrt et al. (1998, 1999), and are thus not repeated. The corresponding model
theory and parameters are given in Appendix A.

Net ecosystem CO2 (NEE) and latent (LE) and sensible (H) heat exchange were
measured using the eddy covariance method (Baldocchi et al., 1988; Baldocchi,
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2003) using the same instrumentation as, and following the procedures of, the
EUROFLUX project (Aubinet et al., 2000). Briefly, the three wind components and
the speed of sound were measured by a three-dimensional sonic anemometer (R2A,
Gill Instruments, Lymington, U.K.). CO2 and H2O mole fractions were measured
by a closed-path infrared gas analyser (Li-6262, Li-Cor, Lincoln, U.S.A.). Air was
pumped from the intake, 0.1 m apart from the centre of the sensor volume of the
sonic at 3 m height above ground, through a 4 m Teflon tube of 0.004 m inner
diameter to the infrared gas analyser at a flow rate 9 l min-1. The infrared gas
analyser was operated in the absolute mode, flushing the reference cell with N2

from a gas cylinder at 100 ml min−1. Raw voltage signals for the CO2 and H2O
mole fractions were output at 5 Hz to the analogue input of the sonic, where they
were synchronised with the sonic signals, which were measured at 20.83 Hz. All
raw data were saved to the hard disc of a PC for post-processing using the Edisol
software (University of Edinburgh). Half-hourly mean fluxes were calculated using
the post-processing software Edire (University of Edinburgh); the time delay of
the CO2 and H2O signals was calculated by optimising the correlation coefficient
between the respective scalar and the vertical wind velocity (McMillen, 1988). A
three-axis co-ordinate rotation was performed aligning the co-ordinate system’s
vector basis with the mean wind streamlines (Kaimal and Finnigan, 1994), the
cross-wind contamination was accounted for according to Schotanus et al. (1983).
Raw data were detrended using a running mean with a time constant of 400 s.
Finally, frequency response corrections were applied to raw fluxes accounting for
low-pass (sensor separation, dynamic frequency sensor response, scalar and vector
path averaging, frequency response mismatch, and the attenuation of concentra-
tion fluctuations down the sampling tube) and high-pass filtering following Moore
(1986) and Aubinet et al. (2000). Net ecosystem exchange (NEE) was calculated
as the sum of the corrected vertical covariance term and the storage flux, the latter
being estimated from the time rate of change of the scalar concentrations at the
reference height, which in a previous comparison with a profiling system was found
to be sufficiently accurate. Negative flux densities represent transport towards the
surface, positive values the reverse. Half-hourly data were screened for validity
by removal of time periods with (i) CO2 and H2O signals outside the specified
range, (ii) the signal standard deviation to mean ratio exceeding specified limits,
and (iii) the third rotation angle exceeding ± 10◦ (McMillen, 1988). In contrast
to what is often observed with measurements of nighttime NEE by means of the
eddy covariance technique (Goulden et al., 1996; Jarvis et al., 1997), no decrease
of nighttime NEE with decreasing atmospheric mixing could be determined at our
site despite very little turbulent mixing (u∗ < 0.1 m s−1 during approximately 50%
of nighttime), as shown in Figure 1. It rather seems that the intermittent nature of
turbulence during these stable and calm conditions primarily acts to greatly in-
crease the sampling error and the run-to-run variability of NEE. While this results
in considerable scatter in the night time NEE, it should not cause a systematic
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Figure 1. Nighttime NEE (normalised by a temperature function; cf. Aubinet et al., 2000) versus
friction velocity (u∗). Data have been sorted by friction velocity into 10 classes, each with equal
number of observations (38). Error bars represent one standard deviation.

underestimation of NEE and thus no corrections were applied to nighttime NEE
data owing to insufficient turbulent mixing (Jarvis et al., 1997).

Additional micrometeorological data were measured as described in Tappeiner
et al. (1999). Incoming total and diffuse shortwave radiation were measured
using two star pyranometers, net radiation by the means of net radiometers
(Schenk, Vienna, Austria). Soil temperatures (0, 0.05, 0.1, 0.2, and 0.5 m) and air
temperatures within and above the canopy were measured using thermocouples
(copper/constantan, 8 × 10−5 m diameter). Within and above-canopy CO2 and
H2O concentrations were measured using an infrared gas analyser (CIRAS-Sc,
PP-Systems, Hitchin Herts, U.K.) at three heights using a switching manifold. The
heights of the within and above canopy scalar concentration measurements were
adjusted with canopy development. Soil heat flux was estimated by a combina-
tion of the temperature integral method for the upper 0.2 m of the soil and the
temperature gradient method for the lower layers of the soil (Gilman, 1977). A
recent comparison with soil heat flux plates at this site revealed that this method
overestimated soil heat flux measured by heat flux plates (after accounting for heat
storage above the heat flux plates) by up to 60%. Based on this comparison a linear
correction (r2 = 0.80) was applied to the soil heat flux measured by means of the
combination method. The ability of the eddy covariance method to close the energy
balance was assessed by plotting the sum of the turbulent energy fluxes (LE + H )
as a function of available energy (RN − G). The slope and y-intercept (W m−2) of
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a linear regression through these data was 1.16 and −21.3 (r2 = 0.80), and 1.05
and −7.9 (r2 = 0.86) before and after applying the above-mentioned correction to
the soil heat flux, respectively.

Bulk soil respiration was measured continuously using a steady-state system
described in Cernusca and Decker (1989) and an infrared gas analyser (CIRAS-
Sc, PP-Systems, Hitchin Herts, U.K.). Soil respiration rates were related to soil
temperature measured inside the chamber at 0.05 m depth using an Arrhenius
relationship,

Rs = Rs@T ref exp

[
�Ha

RTref

(
1 − Tref

Ts

)]
, (1)

where Rs@T ref is the soil respiration rate (µmol m−2 s−1) at the reference temper-
ature (Tref, 293.16 K), Ts the absolute soil temperature (K), R the universal gas
constant (8.314 J mol−1 K−1) and �Ha an activation energy (J mol−1). Rs@T ref

and �Ha were determined to be 3.19 µmol m−2 s−1 and 81031 J mol−1, respect-
ively (r2 = 0.96). Residuals were independent of soil moisture (at 0.05 m depth),
allowing to neglect any such effects on soil respiration.

2.3. THE SVAT MODEL

The SVAT model employed is a one-dimensional, multi-layer representation of
the soil-vegetation-atmosphere continuum and calculates the fluxes of CO2 and
energy between the soil-vegetation system and a given reference height above the
canopy. The model has been developed with special emphasis on multi-species
mountain grassland ecosystems and is capable of accounting for the separate flux
contributions by multiple species and components (Wohlfahrt et al., 2001). It con-
sists of coupled micrometeorological and biophysical/physiological modules: the
micrometeorological modules compute radiative transfer (Goudriaan, 1977), the
interception of precipitation (Watanabe and Mizutani, 1996), the transfer of mo-
mentum (Massman, 1997) and the turbulent dispersion of CO2, H2O and sensible
heat within and above the canopy. The biophysical/physiological modules solve
for the phytoelement energy balance and calculate net photosynthesis, respira-
tion, and stomatal conductance, whenever applicable. Soil heat and water fluxes
are simulated with a numerical 10-layer model following Campbell (1985). Since
the biophysical/physiological modules depend on the environmental driving forces
calculated in the micrometeorological modules, but in turn modify these by the
emission of longwave radiation and the exchange of CO2, H2O and sensible heat,
feedback exists between these two main model compartments.

The SVAT model is similar in structure and function as compared to other con-
temporary multi-layer SVAT models (Gu et al., 1999; Lai et al., 2000a,b; Baldocchi
and Wilson, 2001; Nikolov and Zeller, 2003; Ogee et al., 2003). For a detailed
description of the various model components we refer to our previous work (Wohl-
fahrt et al., 1998, 2000, 2001; Wohlfahrt and Cernusca, 2002), a short summary is
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given in Appendix A. In the following we will only treat the theory related to the
modelling of turbulent scalar dispersion within and above the plant canopy.

The conservation budget for a passive scalar provides the foundation for com-
puting scalar fluxes and their local ambient concentrations. Assuming steady-state
conditions and that the canopy is horizontally homogenous, the change of the ver-
tical flux with height (δF/δz) equals the (concentration-dependent) source/sink
strength S(C, z), i.e.,

δF

δz
= S(C, z) = −a(z)

Ca(z) − Ci

rb(z) + rs(z)
. (2)

The source/sink strength, in turn, is parameterised using a resistance-analog rela-
tionship, where a(z) is the plant area density (PAD, m2 plant area per m−3 canopy
volume), Ca(z) − Ci the difference of scalar concentration between the air outside
the boundary layer of phytoelements and the air within the stomatal cavity, rb is
the phytoelement boundary layer resistance to molecular diffusion, and rs is the
stomatal resistance (m s−1). Following Raupach (1989b), scalar concentrations
(Ca,i) may be linked to the source/sink strength (Sj) via a dispersion matrix (Dij ,
m s−1),

Ca,i − Ca,ref =
n∑

j=1

Sj�zjDij , (3)

where Ca,i − Ca,ref is the concentration difference between an arbitrary level i and
the reference height caused by a source/sink Sj in layer j with depth �zj (m).
For simplicity, in Equation (3) any flux contribution by the soil is lumped to the
lowermost canopy layer (Raupach, 1989b).

2.4. LAGRANGIAN DISPERSION MODELS

In the Lagrangian framework a concentration field is related to the statistics of an
ensemble of dispersing marked fluid particles. Considering a horizontally homo-
genous canopy under steady-state conditions with dispersal only in the vertical and
provided that turbulent diffusion by far exceeds molecular diffusion, the ensemble-
averaged scalar concentration C(z, t) at a given vertical position z and at time t is
given by:

C(z, t) =
∫

S(z0, t0)P (z, t | z0, t0) dt0 dz0, (4)

where S(z0, t0) is a source/sink strength of the scalar from a unit volume of
phytoelements, P(z, t | z0, t0) is the transition probability density function that the
defines the probability of an air parcel being released at time t0 from a position z0

being observed at time t and position z.
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2.4.1. The Random Walk (RW) Model of Baldocchi (1992)
In the Markov sequence model of Baldocchi (1992) P(z, t | z0, t0) is evaluated
numerically by calculating the trajectories of an ensemble of fluid particles and
determining what proportion of fluid particles reside at a given height after travel-
ling for a given time span. The vertical position of a fluid parcel at time t depends
on its position at t −�t and on its vertical elocity and is given, in discrete form, by

zi+1 = zi + wi�t, (5)

where �t is the time step increment and wi the vertical parcel velocity calculated
by Thomson’s (1987) algorithm for a turbulent flow field, viz.

wi+1 = wi +
[
−wi

TL

+ 1

2

(
1 + w2

i

σ 2
w

)
δσ 2

w

δz

]
�t +

(
2σ 2

w

TL

�t

)1/2

d�, (6)

where σw is the vertical velocity standard deviation, TL the Lagrangian time scale,
and d� a discrete random increment with zero mean and unit variance. The ele-
ments of Dij may be calculated from Equation (3) by following the trajectory of an
ensemble of fluid particles, whose source strength is prescribed and uniform with
height.

Model domain size, number of released fluid particles, their maximum travel
time and the duration between successive time steps were determined in a series
of sensitivity tests; the canopy was divided into 20 layers, each initially containing
2500 fluid parcels. The vertical domain over which the particles travelled extended
up to 6 m (i.e., two times reference height), or between 9–60 times canopy height,
which increased from 0.1 to 0.7 m between DOYs 172 and 225 (Table I). It was
assumed that parcels crossing the upper model domain never re-entered. Fluid par-
cels intercepting the soil surface were perfectly reflected upwards. The maximum
travel time was set to 5000 s, the Markov sequence time step equalled 5% of the
Lagrangian time scale at canopy height (Baldocchi, 1992).

2.4.2. The Localised Near-Field (LNF) Theory of Raupach (1989a, b)
Raupach (1989a, b) decomposed the transition probability density function and
the resulting concentrations in Equation (4) into a near-field part, where transport
is dominated by persistence, and a far-field part, where transport is essentially
diffusive, i.e., Ca(z) = Cn(z) + Cf (z). Assuming that near-field transport can be
described as if it occurred in homogenous turbulence with σw(z) and TL(z) equal
to that at the source height (zs), the near-field concentration profile, Cn(z), is given
by

Cn(z) =
∫ ∞

0

S(zs)

σw(zs)

{
kn

[
z − zs

σw(zs)TL(zs)

]
+ kn

[
z + zs

σw(zs)TL(zs)

]}
dzs, (7)
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where kn is a near-field kernel, whose analytical approximation is derived in
Raupach (1989a). Further assuming that far-field transport obeys the gradient-
diffusion relationship

F(z) = −Kf (z)
dCf (z)

dz
, (8)

the far-field concentration profile, Cf (z), may be found by integrating Equation (8)
with height as:

Cf (z) = C(zR) − Cn(zR) +
∫ zR

z

F (z)

Kf (z)
dz, (9)

where Kf (z) = σ 2
w(z)TL(z) is the so-called far-field diffusivity. The elements of

Dij are then defined by the partial concentration profile Ca,i obtained by placing a
unit source/sink in layer j with zero source/sink in all other layers.

2.4.3. The ‘Mixing Matrix’ (WT) Model by Warland and Thurtell (2000)
In relating source/sink strength and concentration profiles within a plant canopy,
Warland and Thurtell (2000) took a somewhat different approach from that of
Raupach (1989a, b) in deriving an analytical solution. Most notably, their model
describes dispersion from the near- to far-field continuously and uses turbulence
statistics at all heights in both near- and far-field calculations. Their ‘mixing matrix’
Mij (s m−2) is given as:

Mij =



−
[

1−exp

(
−(zi−zj )2

2�z2
j

)]

2σwiLLi

[
1−exp

(
−√

π
2

(zi−zj )

(LLi+LLj )/2

)] −

[
1−exp

(
−(zi+zj )2

2�z2
j

)]

2σwiLLi

[
1−exp

(
−√

π
2

(zi+zj )

(LLi+LLj )/2

)] for zi > zj

−
[

1−exp

(
−(zi+zj )2

2�z2
j

)]

2σwiLLi

[
1−exp

(
−√

π
2

(zi+zj )

(LLi+LLj )/2

)] for zi = zj ,

[
1−exp

(
−(zi−zj )2

2�z2
j

)]

2σwiLLi

[
1−exp

(
−√

π
2

(zj −zi )

(LLi+LLj )/2

)] −

[
1−exp

(
−(zi+zj )2

2�z2
j

)]

2σwiLLi

[
1−exp

(
−√

π
2

(zi+zj )

(LLi+LLj )/2

)] for zi < zj

(10)

where LL = σwTL is the Lagrangian length scale. In contrast to Dij , which is
defined as the concentration difference between level i and the reference level
brought about by a unit source in layer j , Mij represents the concentration gradient
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across layer i brought about by a unit source in layer j . Using this definition the
concentration profile is calculated as:

Ca,i+1 = Ca,i + (zi+1 − zi)

2

n∑
j=1

(Mi,j + Mi+1,j )Sj . (11)

2.4.4. Turbulence Statistics
In order to calculate the elements of Dij and Mij , information about the vertical
variation of σw and TL is required. Since measurements of σw were made only at the
reference height, the second-order closure model of Massman and Weil (1999) was
used to predict the within- and above-canopy profile of σw. The results are shown
in Figure 2 for four selected dates distributed evenly across the study period. The
corresponding vertical plant area density profiles, derived from linear interpolation
between measurement dates, are shown in Figure 3. These four selected dates will
be used throughout the remainder of this paper in order to exemplify canopy de-
velopment during the study period. σw is being increasingly more attenuated as the
canopy grows (Figure 2), except for DOY 189, when the relatively high PAD in the
upper layers causes σw to be more strongly attenuated in this region as compared to
DOYs 207 and 225. A major difference to many other studies, where σw is observed
to decrease more or less exponentially with canopy depth (Leuning et al., 2000),
is the shape of the σw profile, which shows little attenuation in the upper canopy,
followed by a linear decrease below. This is due to two central influence variables in
the second-order closure model of Massman and Weil (1999), i.e., the vertical PAD
profile and the parameterisation of the effective phytoelement drag area coefficient.
The vertical PAD profile (Figure 3) resembles a pyramid, the canopy becoming
progressively thicker towards the ground, which is typical for mountain grasslands
(Tappeiner and Cernusca, 1998). This particular shape, together with the effective
phytoelement drag area coefficient increasing with increasing PAD (Wohlfahrt and
Cernusca, 2002), result in the observed shape of σw. Note also that σw was assumed
to reach the inertial sub-layer value of 1.25u∗ already at z = h (Figure 2), where
h is the canopy height, since this is implicit in the Massman and Weil (1999)
model for TL, although Raupach et al. (1996) suggest a value of around 1.1u∗. A
sensitivity analysis where σw was assumed to increase asymptotically from 1.1u∗
at z = h to the inertial sub-layer value 1.25u∗ (following Leuning et al., 2000)
showed that this simpler approach underestimated the elements of the dispersion
matrix by approximately 5% (data not shown).

Due to the fact that TL, in contrast to σw, cannot be measured directly, the
vertical variation of TL remains somewhat speculative, which is reflected in the
fact that three, partially contrasting, parameterisations for the vertical variation of
TL may be found in literature: Raupach (1988) suggested TL may be approximated
as constant within the roughness sub-layer and to increase as k (z − d)/(1.252u∗)
above, where k is the von Karman constant and d is the zero-plane displacement
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Figure 2. Vertical variation of the normalised vertical velocity standard deviation (σw) simulated for
neutral conditions with the second-order closure model by Massman and Weil (1999) for the four
study dates (referred to by different line types).

height. Leuning et al. (2000) adopted the same shape, but forced TL to decrease to
zero below z/h = 0.25. The latter may cause the Markov time step, fixed at 5%
of TL(h), to exceed TL close to the soil surface during random walk simulations.
While in principle it would be possible to determine the maximum allowable time
step, this would cause an excessive computational overhead, which seems not jus-
tified given that varying the time step between 10-1% of TL(h) causes less than 4%
difference to the dispersion matrix. Massman and Weil (1999) assumed TL ∝ σ−1

w

within the canopy, which results in TL increasing towards the ground. These three
parameterisation options, separately for each study date, are shown in Figure 4. In
the Raupach (1988) and Leuning et al. (2000) parameterisations, TL(h)u∗h−1 was
calculated according to Raupach et al. (1996) as 0.71Ls/(1.25h), where Ls is a
turbulence length scale (Table I) calculated as u(h)/u′(h), where u(h) is the mean
wind velocity and u′(h) =du/dz, both at z = h. As noted already by Massman and
Weil (1999), TL(h)u∗h−1 predicted by their model is close to the formulation by
Raupach et al. (1996) at cumulative drag area indices (ξ(h)) between 0.2–0.3 (e.g.,
DOY 172), but higher as ξ(h) increases (Figure 4, Table I).

The parameterisation of σw and TL as discussed above is appropriate for neutral
atmospheric conditions, but requires modification for unstable and stable condi-
tions. Here we adopt the approach of Leuning (2000), who developed stability
corrections for σw and TL based on the stability functions for heat and velocity
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Figure 3. Vertical plant area density distribution (shaded areas) and cumulative plant area index (thick
solid line) for the four study dates. Light grey areas refer to photosynthetically active, dark grey areas
to photosynthetically inactive plant material.

Figure 4. Vertical variation of the normalised Lagrangian time scale (TL) for the four study dates
(neutral conditions). Solid lines refer to the Raupach (1988), dotted lines to the Leuning et al. (2000),
and broken lines to the parameterisation after Massman and Weil (1999).
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Figure 5. Parameterisation of the stability dependence of the dispersion matrix scaling factor as
described in the text. Simulations have been conducted for the LNF, WT and RW model using a
friction velocity of 0.5 m s−1. Solid lines and triangles refer to the Raupach (1988), dotted lines and
squares to the Leuning et al. (2000), and broken lines and circles to the Massman and Weil (1999)
parameterisation of TL. The stability function for heat (after Kaimal and Finnigan, 1994) is shown
for reference (thick solid lines).

variance given in Kaimal and Finnigan (1994). In contrast to Leuning (2000), who
defined the stability parameter, ζ , as h/L within the roughness sub-layer and as
(z − d)/L above, where L is the Obukhov length, we, as Ogee et al. (2003), use
(zruf −d)/L both within and above the roughness sub-layer, where zruf is the height
of transition from the roughness sub-layer to the inertial layer (Leuning et al.,
2000). We note (i) that there are no theoretical or experimental guidelines as to the
form of the stability functions below zruf, and (ii) that according to Leuning (2000)
fluxes exhibit little sensitivity to the choice of length scale, which was confirmed
in a series of sensitivity tests with our model (data not shown). The main advantage
(from a modeller’s point of view) of using a fixed length scale is that this allows
stability effects to be included by means of a simple scaling factor (Baldocchi and
Harley, 1995; Ogee et al. 2003), as shown in Figure 5. The scaling factors in Figure
5 are the slopes of several linear regressions (with zero intercept) of the elements
of the dispersion/mixing matrices calculated for various values of ζ against the
respective matrix elements for neutral stability. Lines in Figure 5 represent best fits
to these data using:

φ(ζ ) =
{

(1 + a|ζ |)b ζ ≤ 0
(1 + cζ ) ζ > 0

, (12)
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TABLE II

Parameterisation of the stability dependence of the scaling coef-
ficient using Equation (12) as explained in the text. Parameter a

has been held constant at 16.

Model TL parameterisation b c r2

LNF Leuning et al. (2000) −0.42 4.33 1.00

Raupach (1988) −0.40 4.05 1.00

Massman and Weil (1999) −0.25 2.20 0.96

WT Leuning et al. (2000) −0.25 2.74 0.96

Raupach (1988) −0.16 0.50 0.97

Massman and Weil (1999) −0.13 0.03 0.98

RW Leuning et al. (2000) −0.35 4.74 1.00

Raupach (1988) −0.32 4.89 0.99

Massman and Weil (1999) −0.24 4.29 0.99

where the respective parameters, separately for each of the three models and the
three parameterisation options for TL, are given in Table II. Using Equation (12),
effects of stability and friction velocity on turbulent transport may be accounted
for by scaling a reference dispersion/mixing matrix, valid for an arbitrary reference
friction velocity (uref∗ ) and neutral stability, to stability and friction velocity using:

Dij (u∗, ζ ) = Dref
ij φ(ζ )uref

∗ /u∗. (13)

Several interesting features are evident from Figure 5. First, the stability de-
pendences of the three models differ; the stability dependence of the LNF theory
and the random walk model are fairly close to the stability function of heat (φh;
Kaimal and Finnigan, 1994). This is not surprising in the case of the LNF theory,
where the stability dependence of the far-field part reduces to that of φh, while
no simple relationship exists for the near-field part. Since near-field effects, as
critiqued by Warland and Thurtell (2000), play a relatively minor role in the LNF
theory, this is merely a manifestation of the model’s weight on far-field effects.
Conversely, the stability dependence of the WT model deviates considerably from
that of φh, even though both models have the same far-field limit, due to the im-
proved consideration of near-field effects. Surprisingly, the closest correspondence
with φh is observed for the random walk model, despite the fact that it incorporates
neither of the simplifications of the two analytical models. Second, the stability
dependences of the three parameterisation options for TL differ too, the stability
dependence using the parameterisation after Raupach (1988) and Leuning et al.
(2000) being fairly similar and closer to φh than the one after Massman and Weil
(1999), which in the case of the WT model shows hardly any change with ζ on the
stable side (Figure 5).
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Figure 6a. Vertical variation of the elements of the dispersion matrix (Dij ) calculated with the RW

model for a friction velocity of 0.5 m s−1 and neutral stability. Source heights are z = 0, z = 0.25h

and z = h in the upper, middle and lower panel, respectively. Line symbols are the same as in Figure
4. Note the different scales on the x-axis.

3. Results

In a first step, it is instructive to compare the three Lagrangian models and paramet-
erisation options for TL without the complexity of spatially and temporally varying
source/sink distributions, i.e., by comparing the dispersion matrices. Figures 6a–c
show these for the RW, LNF and WT model and source heights z = 0, z = 0.25h

and z = h in the upper, middle and lower panel, respectively. Note that for the
purpose of comparing the three models, the WT mixing matrices in Figure 6c have
been manipulated to be compatible with Equation (3) and thus directly comparable
to the LNF and RW dispersion matrices.

Profiles predicted by the two analytical models (LNF and WT) are much
smoother than those of the RW model, reflecting numerical noise associated with
the simulation of particle trajectories (Raupach, 1989a). Except for this, the profiles
have generally similar shapes: the values of the dispersion matrices are generally
largest at the source height, resulting in more or less prominent discontinuities
in the profile (Figures 6a–c). This implies that the largest contribution by each
source/sink is to the concentration at that respective height and accordingly less to
the other canopy layers. An exception to this general pattern are the WT dispersion
matrices for source heights z = h at DOYs 172, 207 and 225 (Figure 6c), where
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Figure 6b. Same as Figure 6a, but for the LNF model.

Figure 6c. Same as Figure 6a, but for the WT model.
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the image source (second term on right-hand side of Equation (10)), offsets this
effect. The magnitude of the elements of the dispersion matrices are similar in all
three models, except close to the soil surface where the LNF theory predicts values
up to 3 times as high as the RW model (Figures 6a–c).

The effect the three different parameterisation options for TL have on the dis-
persion matrices depends partly on model theory. With the LNF and WT models,
differences between the Raupach (1988) and Leuning et al. (2000) parameterisation
of TL occur only for source heights close to the soil surface (Figures 6b and c),
where the parameterisations also differ, while the RW model yields different dis-
persion matrices for any source height (Figure 6a). The latter differences diminish,
i.e., simulations with the Raupach (1988) and Leuning et al. (2000) parameterisa-
tion of TL become increasingly similar, as the canopy grows (Figure 6a). Clear
differences are observed between the latter two parameterisations of TL and the
one by Massman and Weil (1999), which yields smaller values independent of
model theory and canopy development (Figures 6a–c).

In a second step we analyse the performance of the three models and paramet-
erisation options for TL in simulating scalar concentration profiles, by comparison
with concentration measurements at various heights within and above the canopy:
Differences between the investigated model/parameterisation combinations in their
ability to predict scalar concentrations are fairly small, and clearly smaller than the
difference between the respective model predictions and measurements (Table III).
If anything, it appears that the Massman and Weil (1999) parameterisation of TL

performs slightly less well compared to the other two parameterisation options,
and that the correspondence between model and measurements is somewhat more
favourable for the LNF and WT, as compared to the RW model (Table III). Given
the similar suitability of the three models and parameterisation options for pre-
dicting scalar concentrations, we restrict the following comparison of measured
and simulated concentration profiles (Figure 7) to an arbitrary combination of
model theory and TL parameterisation, e.g., the LNF model with Raupach’s (1988)
parameterisation of TL.

Air temperatures are predicted correctly above and within the upper part of the
canopy, but tend to be overestimated by up to 3 ◦C during nighttime and underes-
timated by up to 8 ◦C during daytime in the lower canopy layers (Figure 7, upper
panels). In the latter case, temperatures are too uniform with height as compared
to measurements, which suggest an increase towards the surface (DOY 172 and
189) and a local air temperature maximum at around z/h = 0.4 for DOYs 207 and
225. The correspondence between measured and simulated water vapour partial
pressures is similar as compared to air temperature, being overestimated during
nighttime (up to 3 hPa) and underestimated (up to 7 hPa) during daytime, but far
fewer data are available for comparison (Figure 7, central panels). CO2 concentra-
tion profiles are generally well predicted, except for close to the soil surface, where
measurements exceed modelled concentrations during day- and night time by up
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Figure 7. Comparison between measured and simulated profiles of CO2 concentration (Cair), water
vapour pressure (Eair) and air temperature (Tair). Simulations have been conducted with the LNF
theory and the Raupach (1988) parameterisation of TL and represent bin-averages for five days
centred around the study dates. Closed symbols and solid lines refer to nighttime, open symbols
and dotted lines to daytime conditions. Error bars represent one standard deviation of measurements,
shaded areas one standard deviation of model results.

to 150 and 300 µmol mol−1, respectively (Figure 7, lower panels). For night time
conditions this underestimation tends to diminish with canopy development.

Next we compare the output of simulations with the investigated
model/parameterisation combinations with measured net radiation, sensible,
latent and soil heat fluxes, as well as net ecosystem CO2 exchange. Similar to
the previous model validation, differences with regard to the correspondence
to measured ecosystem fluxes are subtle, none of the model/parameterisation
combinations being quantitatively or qualitatively clearly superior, and again these
differences are smaller than the differences between the respective model predic-
tions and measurements (Table IV). Similar to the validation of the concentration
profiles, the Massman and Weil (1999) parameterisation appears to result in a
larger deviation between model and measurements. In the absence of a clearly
superior model/parameterisation combination, we thus again restrict the detailed
assessment of model performance to an arbitrary combination of model theory and
TL parameterisation, e.g., the LNF model with Raupach’s (1988) parameterisation
of TL (Figure 8).

Qualitative correspondence between measured and modelled NEE is fairly good
at all dates, except for DOY 172, although a systematic underestimation (approxi-
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Figure 8. Comparison between measured and simulated net ecosystem CO2 exchange (NEE), latent
(LE), sensible (H), and soil heat (G) fluxes and net radiation (RN ). Simulations have been con-
ducted with the LNF model and the Raupach (1988) parameterisation of TL and represent hourly
bin-averages for five days centred around the study dates. Closed symbols and solid lines refer
to sensible heat and soil heat fluxes, open symbols and dotted lines to latent heat fluxes and net
radiation in the middle and lower panels, respectively. Error bars represent one standard deviation of
measurements, shaded areas one standard deviation of model results.

mately −4.6 µmol m−2 s−1), which decreases with canopy development, is evident
(Figure 8, Table IV). Immediately after the first cut (DOY 172), considerable diver-
gence between measured and modelled NEE is observed – measured NEE remains
positive all day long, while modelled NEE shows a clear net CO2 uptake (up to
−10 µmol m−2 s−1) during daytime. Latent heat fluxes are underestimated on
DOY 172, overestimated on DOY 189, and agree reasonably with measurements on
DOYs 207 and 225 (Figure 8). Sensible heat fluxes are generally underestimated,
in particular on DOY 172 and 207 (Figure 8, Table IV). Correspondence between
measured and predicted net radiation is almost perfect during all four simulation
periods, while soil heat flux is increasingly being underestimated with canopy
development (Figure 8, Table IV).

Finally, it is instructive to assess how well ecosystem fluxes are predicted by
adopting a half-order closure approach, i.e., by assuming that scalar concentrations
are constant with height. As shown in Table IV, net ecosystem CO2 exchange and
net radiation predicted by the half-order closure approach are qualitatively and
quantitatively almost identical to the predictions by the Lagrangian models. In the
case of latent, sensible and soil heat flux predictions though, Table IV shows that



66 GEORG WOHLFAHRT

correspondence with measured data is clearly less favourable for the half-order
closure model. This is primarily due to sensible heat being underestimated and
latent heat being overestimated during the afternoon (data not shown).

4. Discussion

It is now commonly acknowledged that the effects of persistence caused by the
correlated nature of turbulence precludes the use of a so-called eddy diffusivity
(K-theory) to model turbulent dispersion within plant canopies (Raupach, 1987;
Raupach et al., 1996). The price for physically realistic predictions of within-
canopy flow is usually a good deal of extra complexity associated with models
suitable for this purpose, i.e., second- and higher-order closure, as well as Lag-
rangian models. It is thus legitimate to explore how much detail is required to
successfully predict the canopy microclimate and fluxes. A major attempt at this
was made by Raupach (1989a, b), who proposed the localised near-field (LNF)
theory as a simple and computationally efficient alternative to Lagrangian random
walk models. Recently, Warland and Thurtell (2000) improved upon this concept,
by relaxing some of the assumptions inherent to the LNF theory. These two models,
together with the random walk model by Baldocchi (1992), which, as compared to
the two analytical models, contains the least amount of approximations, are com-
pared in the present paper. The issue of model theory is combined with a practical
one, namely the choice of the Lagrangian time scale, which, since it cannot be
measured directly, must either be deduced from its Eulerian counterpart (Katul et
al., 1997) or, as it is most often the case, estimated.

4.1. MODEL INTERCOMPARISON

One of the major results of the comparison of the three investigated Lagrangian
models is that differences in their ability to predict scalar concentrations and
ecosystem fluxes are close to being indistinguishable. Findings along this line
have been reported also by Wilson et al. (2003), who compared the ability of
the LNF and WT model to predict energy fluxes and air temperatures above and
within a potato crop. More or less identical CO2 and energy fluxes have been
observed also by Baldocchi (1992), who compared the random walk algorithms
of Thomson (1987) and Legg and Raupach (1982) in a soybean crop. In this
study Baldocchi (1992) also found that the Legg and Raupach (1982) algorithm,
despite acknowledged limitations, resulted in concentration profiles which were
in closer agreement with measurements as compared to the Thomson (1987) al-
gorithm. Warland and Thurtell (2000) found their model, as compared to the LNF
theory, to better capture air temperatures close to the (prescribed) heat source in a
wind-tunnel experiment, but overall differences between both models were again
relatively small. We may thus conclude that the theoretical differences between
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the three Lagrangian models, or more generally between different turbulent diffu-
sion models, play a negligible role, as long as the overall shape and approximate
magnitude of scalar concentrations are captured, since the sensitivity of ecosystem
fluxes to scalar concentrations is apparently fairly low. Similar conclusions, but
with regard to the performance of K-theory, have been reached by Dolman and
Wallace (1991), Van den Hurk and McNaughton (1995), McNaughton and Van den
Hurk (1995) and Wilson et al. (2003). Here we note, that the differences in com-
putational efficiency between K-theory and the WT model, the computationally
most efficient of the three investigated models, are likely to be insignificant as to
justify the ignorance of the well established limitations of K-theory. The apparent
insensitivity, should though not lead us to conclude that the provision of turbulent
dispersion in SVAT models is redundant. The half-order closure simulations (Table
IV) clearly show that, at least for correctly predicting energy fluxes, turbulent dif-
fusion needs to be accounted for, which has been corroborated by Baldocchi (1992,
1993), Baldocchi and Wilson (2001) and Ogee et al. (2003) amongst others. These
studies also confirm that net ecosystem CO2 exchange may well be predicted with
sufficient precision using a half-order closure approach, which is due to the fact
that CO2 concentrations within the canopy are usually close to ambient except for
close to the soil surface. In this region of the canopy most of the leaves are shaded,
receiving diffuse light only, while a small fraction of sunlit leaves receives both dir-
ect and diffuse radiation (Ross, 1981). Shaded leaves are thus usually limited with
regard to the availability of photosynthetically active radiation and are unable to
exploit the high CO2 concentrations in a manner comparable to sunlit leaves (Bal-
docchi, 1993). The consequences of the underestimation of CO2 concentrations by
assuming a constant value thus remain negligible and are partially compensated
by the overestimation of photosynthesis in the upper canopy layers, where a draw
down of CO2 below ambient usually takes place.

4.2. THE PARAMETERISATION OF THE LAGRANGIAN TIME SCALE

If we follow Raupach et al. (1996) in assuming that TL = Lwσ−1
w , where Lw is the

Lagrangian horizontal length scale of vertical velocity (deduced from its Eulerian
counterpart), the three profiles of TL tested in the present paper are all possible,
depending on whether σw attenuates faster than e.g., the Massman and Weil (1999)
parameterisation, and similar to e.g., the Raupach (1988) parameterisation, or more
slowly e.g., the Leuning et al. (2000) parameterisation) than Lw with canopy depth.
The ‘family curves’ of Raupach et al. (1996) confirm the existence of these three
general shapes, but the estimated length scales must be viewed with caution, given
that they are based on single-point turbulence statistics, which have been shown
to be smaller than two-point length scales by factors of two and more within the
canopy by the same authors. Given the uncertainties associated with the estimation
of TL, as well as the fact that all three parameterisations appear plausible, but that
we lack a means of judging their suitability for the present study, it is fortunate
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that our simulations indicate that the sensitivity to the choice of the shape of TL is
relatively small, which corresponds with sensitivity test by Raupach (1987, 1989b),
Baldocchi (1992) and Lai et al. (2002). While the results obtained in the present
study with the Raupach (1988) and Leuning et al. (2000) parameterisations are
similar, which is not surprising given they are identical except for z/h < 0.25, it
appears that the Massman and Weil (1999) model, characterised by TL increasing
towards the ground and up to 60% higher TL values at z = h (Figure 5), is less
suited for the investigated canopies. It should though be mentioned that the Mass-
man and Weil (1999) model of TL was successfully employed, e.g., by Ogee et
al. (2003) in a maritime pine and by Marcolla et al. (2003) in a mixed coniferous
forest.

4.3. MODEL VALIDATION

Overall, quantitative and qualitative statistics for the comparison between meas-
ured and simulated ecosystem fluxes are similar to what has been reported by
other modellers (Baldocchi and Harley, 1995; Williams et al., 1996; Baldocchi
and Meyers, 1998; Gu et al., 1999; Lai et al., 2000a, b, 2002a, b; Baldocchi and
Wilson, 2001; Baldocchi et al., 2002; Ogee et al., 2003; Wilson et al., 2003), model
predictions corresponding to within ± 30% and capturing 80% of the variance of
field measurements (Baldocchi and Wilson, 2001).

The present simulations capture the diurnal trend of measured NEE well (except
for DOY 172), as indicated by slopes close to unity, but the negative y-intercepts
of around −4.6 µmol m−2 s−1 indicate a systematic underestimation. While there
are many potential reasons for this discrepancy, we believe it is largely due to an
underestimation of soil respiration associated with our steady-state soil respiration
measurements. Recent measurements with a non-steady-state system suggest sig-
nificantly higher soil respiration rates, than those used to parameterise Equation
(1) (M. Bahn, personal communication, 2003), which is in contrast to the notion
that closed, non-steady-state systems tend to underestimate soil respiration (Ray-
ment, 2000). While the chamber vent should have prevented any overpressure from
developing inside the chamber, it might be that the underestimation with the steady-
state system is due to a reduced diffusion gradient caused by insufficient mixing of
chamber air (Davidson et al., 2002), which is not ventilated, except for the through-
flow. Until this methodological issue is resolved and the absolute magnitude of
soil respiration at this site determined with confidence, we consider the present
parameterisation of soil respiration as a working hypothesis, which likely requires
adjustment towards higher values.

There are two reasons for the model to predict daytime CO2 uptake on DOY
172: first, while greatly reduced due to cutting, there is still enough assimilating
plant material available (Figure 3), and second, due to reduced self-shading within
the canopy, light availability is greatly enhanced as compared to before cutting,
which in combination results in the predicted daytime CO2 uptake. The reduction
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of measured CO2 losses during the cool morning hours indeed suggests some as-
similatory activity, which is though offset by an increase in respiratory losses as
temperatures rise. An underestimation of soil temperature is not the cause for the
observed underestimation of respiration, since measured and predicted soil tem-
peratures compare fairly well (linear regression: Tpredicted = 0.95 · Tmeasured + 1.38,
r2 = 0.95), which in turn suggests that above- and/or below-ground respiratory
capacities are underestimated. Enhanced respiration rates might be caused by sev-
eral processes, e.g., repair processes in the injured plant material, the production
of new biomass (Larcher, 2001), rapid decomposition of fresh litter, and enhanced
diffusion of CO2 out of the soil as a result of the increased soil-atmosphere CO2

gradient created by the removal of most of the above-ground plant material (Figure
7).

Excellent correspondence with measured data is achieved for net radiation,
which provides an integrated test for the model of radiative transfer and the energy
balance and should be computed accurately if we hope to partition energy fluxes
correctly. Note that in contrast to Baldocchi and Harley (1995), no clumping factor
needed to be invoked in order to match measured net radiation, providing further
‘a posteriori’ justification for the assumption of a random phytoelement dispersion
(Wohlfahrt et al., 2000).

Latent heat fluxes are generally underestimated by between 9–11%, but over-
estimation occurs as well, e.g., around DOYs 189 and 225 (Figure 8, Table IV).
The fact that latent heat fluxes are underestimated after cutting, presents further
evidence that net photosynthesis is predicted correctly around DOY 172, since
stomatal conductance is linearly related to net photosynthesis in the stomatal model
of Ball et al. (1987) (cf. Equation (A2) in Appendix A). Any overestimation of net
photosynthesis should thus cause a proportional overestimation of transpiration.
The underestimation of latent heat fluxes around DOY 172, thus rather suggests
that soil evaporation is somewhat underestimated during times with little canopy
cover.

Sensible and soil heat fluxes are usually much more difficult to model accurately
than latent heat (at least for well-watered ecosystems) and net radiation, resulting
in less correspondence with measured data (Raupach et al., 1997), as in the present
study, where they are underestimated by 12–31 and 26–35%, respectively. The
failure to correctly predict sensible heat fluxes may be to some extent attributable
to the use of phytoelement boundary layer conductance algorithms derived from
measurements on flat plates under controlled, steady environmental conditions
(Schuepp, 1993). The best one can currently do in order to at least partially account
for the unsteady turbulent nature of the canopy environment is to use a beta mul-
tiplier (Campbell and Norman, 1998). In addition, phytoelement boundary-layer
resistances are typically much smaller than the resistance to diffusion of water
vapour through stomatal pores. Sensible heat fluxes are thus fairly sensitive to any
errors in the leaf to air temperature gradient (Baldocchi and Harley, 1995), which is
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demonstrated impressively by the degradation of sensible heat statistics when the
half-order closure model is used (Table IV).

Soil heat fluxes depend on the energy exchange at the soil-to-air interface, pos-
sibly with a litter layer sandwiched in between, and the heat and water movement
within the underlying soil (Ogee and Brunet, 2002). Solving the soil surface energy
balance is more complicated as compared to phytoelements due to significant heat
storage (Campbell, 1985), and the fact that the surface conductance depends in a
complex fashion on water availability (Mahfouf and Noilhan, 1991). In mountain
grasslands, where the soil surface is covered by a dense vegetation cover which
largely precludes any non-obstructive measurements, these theoretical problems
are reinforced by a lack of appropriate data for model testing (Wohlfahrt et al.,
2001). In the light of these difficulties the correspondence between simulated and
measured soil heat fluxes seems acceptable, also because the correction applied to
soil heat flux measurements (see Subsection 2.2) shows some variation (r2 = 0.80),
which requires further analysis.

With slopes and y-intercepts of linear regressions between measured and simu-
lated air temperatures and vapour pressures between 0.85–0.90 and 0.29–2.53 (◦C,
hPa; Table III), respectively, predictions by the present model are comparable to
other modelling exercises of this kind (Baldocchi, 1992; Gu et al., 1999; Marcolla
et al., 2003; Wilson et al., 2003). Some of the high (up to 40 ◦C) air temperatures
measured close to the soil surface must though be viewed with caution, since they
might result from the radiation shields being displaced by moving plant parts or
thermoelements getting into contact with surrounding phytoelements (Wohlfahrt
et al., 2001). Similarly, water vapour pressure measurements in the lower canopy
layers may be suspected to be biased towards higher values due to condensation
taking place within the tubing (e.g., DOY 189 in Figure 7), which has been argued
also by Siqueira et al. (2003). Also measured CO2 concentrations close to the soil
surface are in the need for explanation, since either biologically unsustainable soil
respiration rates or extremely high resistances to turbulent diffusion, which would
cause simulated temperatures and vapour pressures to exceed measurements by
far, would be required to make model simulations match measurements (result of
sensitivity tests not shown). One cause for the seemingly unrealistic scalar concen-
trations close to the soil surface, argued already by Baldocchi (1992), might be that
time-averaged scalar concentrations, particularly in the dense canopy region close
to the soil surface, are heavily weighted towards long quiescent periods during
which scalar material accumulates, before it is flushed out by way of quick sweeps
and ejections (Finnigan, 2000). This intermittency may be further exacerbated
by stable stratification of the lower canopy layers during times when the upper
layers are already unstable. These arguments are supported by the, as compared
to the upper canopy layers, generally larger standard deviations of concentration
measurements close to the soil surface (Figure 7).
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5. Conclusion

Two simple analytical Lagrangian models, the localised near-field theory of
Raupach (1989a, b) and the Warland and Thurtell (2000) mixing matrix model,
as well as a Lagrangian random walk model of Baldocchi (1992), together with
three options for the parameterisation of the Lagrangian time scale, are compared
in the present paper in their ability to predict fluxes and scalar concentrations of
CO2, H2O and sensible heat within and above a mountain meadow canopy. Results
indicate that both scalar concentrations and ecosystem fluxes exhibit little sens-
itivity to the differences between the investigated models and may be predicted
satisfactorily by one of the simpler models as long as the source/sink strength is
parameterised correctly. Future efforts should thus be directed towards improving
other model components (e.g., soil-to-air exchange, phytoelement boundary-layer
conductance, radiative transfer), as well as the parameterisation of the source/sink
strength (e.g., effects of phenological development, temperature acclimation, dis-
turbance). Model results also show little sensitivity to the parameterisation of the
vertical variation of the Lagrangian time scale, yet a unified treatment of the effects
of canopy structure on the magnitude and vertical variation of the Lagrangian time
scale seems highly desirable. An attempt at this is the second-order closure model
by Massman and Weil (1999), yet the larger magnitude and the increase of the
Lagrangian time scale towards the ground predicted by their model resulted in less
agreement with measurements as compared to the Raupach (1988) and Leuning et
al. (2000) parameterisation.

Appendix A: SVAT Model Theory

A.1. LEAF GAS EXCHANGE

Following theory developed by Farquhar et al. (1980) and Farquhar and Von
Caemmerer (1982) CO2 assimilation is either entirely limited by the kinetic proper-
ties of the enzyme RUBISCO (ribulose-1,5-bisphosphate carboxylase/oxygenase)
and the respective concentrations of the competing gases CO2 and O2 at the sites of
carboxylation (WC , RUBISCO limited rate of carboxylation) or by electron trans-
port (WJ , RuBP limited rate of carboxylation), which limits the rate at which RuBP
(ribulose-1,5-bisphosphate) is regenerated. Net photosynthesis A (µmol m−2 s−1)
may then be expressed as

A =
(

1 − 0.5Oi

τCi

)
min{WC,WJ } − Rday, (A1)

where Oi and Ci are the concentrations of O2 (mmol mol−1) and CO2 (µmol
mol−1) in the intercellular space, respectively. τ is the specificity factor for RU-
BISCO (–) and Rday is the rate of CO2 evolution from processes other than
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photorespiration (µmol m−2 s−1). The nitrogen dependencies of the major com-
ponent processes of A (all in µmol m−2 s−1), the maximum rate of carboxylation
(VCmax), the potential rate of RuBP regeneration (Pml) and the dark respiration
(Rdark), is taken into account using a linear approach described in Wohlfahrt et
al. (1998). RUBISCO parameters were taken from Von Caemmerer et al. (1994),
with the internal resistance to CO2 diffusion taken as zero.

To be able to predict gas exchange at the leaf level, the photosynthesis model
needs to be linked to a model of stomatal conductance. For this purpose the empir-
ical model by Ball et al. (1987), including the modifications by Falge et al. (1996),
was chosen

gsv = gmin + Gfac(A + IfacRdark)103 hs

Cs

, (A2)

where gsv is the stomatal conductance (mmol m−2 s−1), gmin is the minimum or
residual stomatal conductance (mmol m−2 s−1) and hs and Cs are the relative
humidity (fraction) and the CO2 concentration (µmol mol−1) at the leaf surface.
Gfac is an empirical coefficient representing the composite sensitivity of stomata to
these factors and Ifac represents the extent to which dark respiration is inhibited in
the light.

A.2. THE ENERGY BALANCE

Phytoelement surface temperatures are estimated solving their energy balance
equation

Rabs + Le + LE + H = 2εcσT 4
pK + ρcp

γ
[Es(Tp) − Eair]gtv

+ρcp(Tp − Tair)gbh, (A3)

where Rabs is the bi-directional absorbed short-wave and long-wave radiation, Le

is the emitted longwave radiation, LE and H represent latent and sensible heat
exchange, respectively (all W m−2); εc is the phytoelement thermal emissivity,
σ is the Stefan–Boltzman constant (5.67 × 10−8 W m−2 K−4), ρ and cp are the
density (kg m−3) and the specific heat (1010 J kg−1 K−1) of dry air, respectively;
γ is the psychrometric constant (Pa K−1), Es(Tp) is the saturated leaf water va-
pour pressure (hPa) at the phytoelement temperature Tp (◦C), Eair the air water
vapour pressure (hPa), Tair the air temperature (◦C), gbh the all-sided phytoelement
boundary-layer conductance to heat and gtv the total conductance to water vapour
(m s−1). Phytoelement boundary layer conductances are modelled making use of
the non-dimensional groups, depending on whether forced or free convection, lam-
inar or turbulent flow prevails (Schuepp, 1993). If phytoelements are wet (either
due to dew formation, or the interception of precipitation or dew), gtv is assumed
to reduce to gbv, the phytoelement boundary-layer conductance to water vapour.
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Dew forms on a phytoelement surface if the surface temperature drops below the
dew point temperature of the surrounding air. The calculations of dew dynamics
recognise that phytoelements hold water up to a maximum capacity before the
onset of dripping to the canopy components below, following an approach de-
scribed in Wilson et al. (1999). Interception of precipitation is taken into account
following Watanabe and Mizutani (1996). The energy balance algorithm is solved
in an analytical fashion following Nikolov et al. (1995).

A.3. MOMENTUM TRANSFER AND VERTICAL VELOCITY STANDARD

DEVIATION

Momentum transfer by the vegetation cover is simulated using the model by Mass-
man (1997), which predicts the mean horizontal wind speed and the shear stress
within the canopy as a function of the PAD (m2 m−3) and an effective phytoelement
drag coefficient. The latter is parameterised as a function of PAD, as proposed
and tested by Wohlfahrt and Cernusca (2001) for this meadow. The decrease of
the vertical velocity standard deviation (σw) with canopy depth is modelled after
Massman and Weil (1999).

A.4. RADIATIVE TRANSFER

Radiative transfer is simulated following the basic theory developed by Goudriaan
(1977), modified to accommodate multiple species and components (Wohlfahrt et
al., 2001). The model treats the canopy as a horizontally homogeneous, plane-
parallel turbid medium in which multiple scattering occurs on the elements of
turbidity (phytoelements) of the different components, each having their own op-
tical and geometrical properties. The canopy is divided into sufficiently small (0.1
m2 m−2), statistically independent layers, within which self-shading may be con-
sidered negligible and phytoelements to be distributed symmetrically with respect
to the azimuth. Hemispherical reflection and transmission of radiation, which are
allowed to be unequal, are assumed to be lambertian. The model accounts for the
bi-modal distribution of solar radiation within the canopy, sunlit phytoelements
receiving both direct and diffuse radiation, while shaded ones receive diffuse ra-
diation only. Phytoelement and soil optical properties were taken from various
literature sources as described in Wohlfahrt et al. (2001). Solar elevation is cal-
culated using the equations given in Campbell and Norman (1998). Partitioning
of solar radiation into direct and diffuse PPFD and near infrared components is
modelled using the approach described in Gu et al. (2002).
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A.5. SOIL HEAT AND WATER FLUX

The soil heat flux (qh, W m−2) is modelled as the sum of heat conduction and
convection as

qh = −kh

δT

δz
+ CwT qw + λqv, (A4)

where qw is the flux of liquid water (kg m−2 s−1), qv is the vapour flux (kg m−2

s−1), kh is the thermal conductivity (W m−1 K−1), T is the temperature (K), Cw is
the specific heat of liquid water (J kg−1 K−1), λ is the latent heat of vaporisation (J
kg−1) and z is depth (m). The soil surface energy balance is solved in an analytical
fashion using a modification to the approach of Nikolov et al. (1995).

Water flow in the soil is assumed to be laminar and thus to obey Darcy’s law as
generalised for unsaturated flow,

qw = −kw(θ)

(
δψ(θ)

∂z
− 1

)
+ Dv

δCv

δz
, (A5)

where ψ is the matric potential (J kg−1), kw is the hydraulic conductivity (kg s
m−3), Cv the vapour concentration in soil air (kg m−3), Dv the diffusion coefficient
for water vapour in the soil (m2 s−1), and θ the volumetric water content (m3

m−3). Soil evaporation is modelled following Baldocchi et al. (2000). Both soil
heat and water fluxes are solved numerically using a 10-layer model as described
in Campbell (1985).
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